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Introduction
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Clustering

● During clustering process, similar items are grouped together and distinct 
samples are separated

clustering
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Deep Clustering - DEC
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● Unsupervised learning of the feature space where to perform clustering



Method
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Problem Formulation
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Initialization

1. Train an autoencoder
2. Discard the decoder
3. Get embedded data
4. Perform k-means to get initial centroids
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*training data: 100000 unlabeled images from STL-10



Objective function

● Model is trained by matching the soft assignment to the target 
distribution
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soft assignment

target distribution



Soft assignment

● The probability of assigning sample i to cluster j
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embedded data point centroid



Auxiliary target distribution

11

Soft cluster frequencies



KL divergence
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Target distribution

Soft assignment



Experiment
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Dataset
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dataset size classes type

MNIST 70000 10 image

STL-10 1300 10 image

REUTERS 685071 4 text

REUTERS-10K 10000 4 text



Evaluation Metric

● Accuracy for classification
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● Accuracy for clustering
Permutes clustering labels to match the 
ground truth labels
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Contribution of Autoencoder Initialization



22

Performance on Imbalanced Data



Number of clusters
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Conclusion
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Conclusion

● Present an algorithm that clusters a set of data points in a jointly optimized 
feature space

● A way to learn a representation specialized for clustering without ground truth 
cluster membership labels
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